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SUMMARY

Understanding how internal capital and labor markets function sheds light 
on one of the most fundamental questions in economics: what determines the 
boundaries of the firm? This essay reviews the theoretical and empirical litera-
ture on internal capital markets and firm boundaries, focusing in particular on 
the close link between the two subjects  Emphasis is placed on the question of 
how firms reallocate capital and labor internally across individual firm units in 
response to plausibly exogenous shocks  The essay concludes with directions for 
future research 
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Introduction

Why study capital and labor reallocation within firms? As I argue in this essay, 
understanding how internal capital and labor markets function is closely related 
to one of the most fundamental questions in economics, namely, what deter-
mines the boundaries of the firm  This essay proceeds in reverse order  I begin 
with the literature on firm boundaries, arguing that internal capital allocation 
plays a central role for the boundaries of the firm  I subsequently discuss some 
empirical work on internal capital markets, focusing in particular on the real-
location of capital and labor within firms  I conclude with some directions for 
future research 

Internal Capital Markets and the Boundaries of the Firm

In his 1937 article, Ronald Coase raised one of the most fundamental questions 
in economics: why are there firms? In Coases’ own words: “If production could 
be carried out without any organisation at all, well might we ask, why is there 
any organisation?” This question, as we understand it today, not only asks why 
firms exist but also what determines their optimal size and scope  Specifically, 
why are certain transactions carried out within firms while others are carried 
out through arms’ lengths transactions in the market? If organizing production 
through firms has benefits, why is not all production carried out within a single 
firm? In other words, what determines the boundaries of the firm?

Coase’s answer is that some transactions are carried out within firms because 
it is difficult to write fully contingent contracts that specify what should happen 
in all possible future situations  This notion of what is nowadays referred to as 
“contractual incompleteness” provides a role for the existence of firms if they 
are able to fill the void left by incomplete contracts  Specifically, Coase argues 
that firms can substitute for missing contractual contingencies with “authority ” 
Simply put, when contracts are silent, the firm’s owner can dictate its employ-
ees what to do  To define the boundaries of the firm, Coase invokes diminish-
ing marginal returns from management as well as resources wasted within firms 

What Coase is somewhat less clear about is what exactly are the transaction 
costs arising from contractual incompleteness  Thirty years later, Williamson 
(1975) and Klein, Crawford, and Alchian (1978) provide an answer to this 
question by introducing an inefficiency that is commonly known as the “hold-
up problem ” Specifically, when there are relationship-specific investments, con-
tractual incompleteness gives rise to ex-post opportunism in the sense that the 
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party making the investment is not properly rewarded once the investment is 
sunk  This fear of ex-post opportunism may discourage parties from making 
efficient investments ex ante 

While the contributions by Williamson (1975) and Klein, Crawford, and 
Alchian (1978) stress the importance of the hold-up problem, they are less clear 
about what precisely are the benefits from integration  That is, how exactly is the 
hold-up problem mitigated within firms? Ten years later, Grossman and Hart 
(1986) and Hart and Moore (1990) point to the crucial role of ex-post bar-
gaining when the division of surplus cannot be fully specified in ex-ante incom-
plete contracts  In particular, they argue that asset ownership confers bargain-
ing power in negotiations  This is because the asset’s owner has residual control 
rights allowing him to exclude others from its use  Accordingly, agents can guard 
themselves against ex-post opportunism by owning the assets they invest in  If 
several agents make asset-specific investments, then the agent whose investment 
is more important should own the asset 

Although the Grossman-Hart-Moore “property rights approach” is widely 
hailed as a breakthrough in the theory of the firm, critics have questioned its 
usefulness in understanding real-world firms  The reason is that in reality firms, 
not managers, own the assets used in the production process  Holmström (1999) 
notes: “[T]his model, despite its express objective to explain the boundaries of 
the firm, fails to do so, at least if the model is interpreted literally  The model 
offers a theory of individual ownership of assets, that is, how control over assets 
should be distributed among individuals, but it does not explain why firms own 
assets ” Likewise, Bolton and Scharfstein (1998) argue: “[I]t is not so clear 
how one would use this model to understand, for example, the acquisition by a 
large multidivisional firm of one of its suppliers  Managers don’t own their com-
panies’ assets, though they may control their use  How then might we think about 
the boundaries of the firm when managers control assets but don’t own them?”

What features of real-world firms should a plausible model of firm boundar-
ies be consistent with? For one, control over the firm’s assets should reside with 
corporate headquarters (HQ), even though i) HQ itself is not the owner of the 
assets – it is merely given authority by the firm’s owners (i  e , shareholders), and 
ii) HQ itself makes no relationship-specific investments  As Bolton and Scharf-
stein (1998) point out, “The Grossman-Hart-Moore framework […] predicts 
that control should be allocated to parties whose relationship-specific investments 
are most important to the relationship  Yet headquarters is given control, even 
though it does not really make such investments ”

Hence, a realistic model of firm boundaries should feature centralized deci-
sion making under HQ  While not the owner, HQ has effective control over the 
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firm, including its assets  In particular, HQ can control divisions’ investment by 
giving more funds to some divisions (or projects) and less to others  Notice the 
difference between HQ and an external lender, such as a bank  Lacking con-
trol rights, a bank cannot prevent a firm from going to another bank, nor can it 
redistribute funds from one borrower to another  Stein (2003) summarizes this 
“capital-allocation-centric” view on the question of firm boundaries as follows: 
“Loosely speaking, a collection of assets should optimally reside under the roof of 
a single firm to the extent that the firm’s internal capital market can do a more 
efficient job of allocating capital to these assets than would the external capital 
market, if the assets were located in distinct firms ”

Why should HQ do a better (or worse) job of allocating capital to projects 
compared to the external capital market? First and foremost, HQ has authority  
That is, unlike, e  g , a bank, HQ can simply dictate the efficient (re-)allocation 
of capital and labor within a firm  Second, because HQ has authority, it has 
strong monitoring incentives  That is, authority and monitoring are comple-
ments (Alchian, 1969; Williamson, 1975; Gertner, Stein, and Scharf-
stein, 1994; Stein, 1997)  Third, because HQ can, by virtue of its authority, 
reallocate funds from “losers” to “winners,” centralized firms under HQ control 
may be able to raise more external funds than comparable stand-alone firms 
(Lewellen, 1971; Stein, 1997; Inderst and Mueller, 2003)  On the other 
hand, giving HQ authority may discourage managerial incentives (Aghion 
and Tirole, 1997; Brusco and Panunzi, 2005) or lead to intra-firm lobbying 
and rent-seeking, resulting in an inefficient capital allocation (Meyer, Mil-
grom, and Roberts, 1992; Scharfstein and Stein, 2000; Rajan, Servaes, 
and Zingales, 2000) 

Internal Capital Markets: Empirical Evidence

Direct empirical evidence on internal capital markets is relatively scant  The 
reason is that readily available data do not permit a look inside the firm, and if 
they do, the data are often subject to (self-) reporting and other biases  A com-
monly used data source, especially among earlier studies, are the business-seg-
ment data provided by Compustat  Based on these data, several studies in the 
mid- to late 1990s document that conglomerate firms trade at a discount relative 
to a portfolio of comparable stand-alone firms (Lang and Stulz, 1994; Berger 
and Ofek, 1995; Servaes, 199; Lins and Servaes, 1999)  This empirical result, 
commonly referred to as “conglomerate discount” or “diversification discount,” 
can potentially speak to the (dys-)functioning of internal capital markets  Indeed, 
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as some researchers argue, a possible explanation for the conglomerate discount 
is inferior capital allocation due to increased agency problems within conglom-
erate firms 

While the conglomerate discount literature has made quite a splash in the 
corporate finance profession, critics have argued that its methodology and the 
data used to obtain the discount are flawed  In a nutshell, the discount is the 
difference between a conglomerate firm’s Tobin’s q and the weighted average q 
associated with a portfolio of “comparable” stand-alone firms  The conglom-
erate firm’s q is the market value of the firm divided by either the replacement 
value of its assets or the book value of its debt and equity (“market-to-book”)  
To obtain the qs of comparable stand-alone firms, researchers typically use the 
average q of single-segment firms operating in same industry as the conglom-
erate segment 

As for data quality, critics have pointed out that firms self-report segment data, 
and changes in number of segments may therefore reflect changes in report-
ing practices rather than changes in the degree of diversification  In particular, 
Hyland (1997) argues that this issue arises in 25 % of all cases  Likewise, Vil-
lalonga (2004) argues that in 80 % of all cases, the segment’s SIC code assigned 
by Compustat is not the SIC code of the segment’s largest industry  Indeed, using 
Census (BITS) data, which provide correct SIC codes, Villalonga (2004) finds 
that the conglomerate discount turns into a conglomerate premium 

On the methodology side, the main issue is the endogeneity of the decision 
to join or form a conglomerate  Effectively, the question is whether a portfolio 
of “comparable” stand-alone firms constitutes a valid counterfactual  After all, 
there may be good reasons why some firms remain stand-alone firms  Simply put, 
estimates of the conglomerate discount may be biased due to unobserved hetero-
geneity  In this vein, Campa and Kedia (2002), Graham, Lemmon, and Wolf 
(2002), and Villalonga (2004) all conclude that “correcting” for the endoge-
neity makes the conglomerate discount disappear or turn into a premium  Argu-
ably, “correcting” for the endogeneity is rather difficult in the absence of plausi-
bly exogenous variation in the conglomeration decision 

Perhaps more useful – because more direct – evidence on the functioning of 
internal capital markets comes from the empirical literature studying investment 
within conglomerate firms  In this regard, Scharfstein (1998), Shin and Stulz 
(1998), and Rajan, Servaes, and Zingales (2000) all find that conglomerate 
firms overinvest relative to comparable stand-alone firms in segments with low 
investment opportunities and underinvest in segments with good investment 
opportunities  Thus, conglomerates are plagued by inefficient cross-subsidiza-
tion, often referred to as “corporate socialism ” As in the conglomerate discount 
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literature, however, the question is whether “comparable” stand-alone firms con-
stitute a valid counterfactual  Indeed, Whited (2001) argues that conglomer-
ate segments may not have the same investment opportunities as stand-alone 
firms  After correcting for potential measurement error bias, she finds no dif-
ference between the investment behavior of conglomerates and that of stand-
alone firms  Perhaps more strikingly, Chevalier (2000) finds that conglomer-
ate divisions exhibit the same (“inefficient”) cross-subsidization pattern already 
before they merge, implying that the cross-subsidization pattern found in other 
studies cannot possibly be due to “socialistic” internal capital markets within 
conglomerates 

An alternative approach to studying internal capital markets is to examine 
how firms respond to “shocks” to one of their divisions (or projects)  To the 
extent that these shocks are plausibly exogenous, this could provide interesting 
insights into how internal capital markets operate  If internal capital markets are 
efficient, we would expect that HQ reallocates budgets (and thus “capital” and 

“labor”) within the firm so as to maximize overall firm value  Stein (1997) suc-
cinctly summarizes the “efficient internal capital markets hypothesis” as follows: 

“Thus, for example, if a company owns two unrelated divisions A and B, and the 
appeal of investing in B suddenly increases, the argument would seem to imply 
that investment in A would decline – even if it is positive NPV at the margin – 
as corporate headquarters channels relatively more of its scarce resources toward 
B ” Along similar lines, Shin and Stulz (1998) define an internal capital market 
to be efficient if “its allocation of funds to a segment falls when other segments 
have better investment opportunities ”

There are relatively few studies that look into how internal capital markets 
respond to exogenous shocks  One of the earliest studies is Lamont (1997)  He 
finds that in 1986, when oil prices declined by 50 %, integrated oil companies cut 
investment across the board, including investment in non-oil segments  While 
Lamont’s paper suggests an interdependence across otherwise unrelated divisions, 
the underlying experiment differs from Stein’s (1997) thought experiment out-
lined above  In Stein’s experiment, some divisions experience a decrease in invest-
ment while others experience an increase  By contrast, in Lamont’s study, there is 
no shock to investment opportunities but rather a liquidity shock to one (namely, 
the oil) division which is then “shared” with other divisions  Hence, investment 
declines across the board  Another interesting industry study is Khanna and 
Tice (2001), who examine Wal-Mart’s entry into local markets between 1975 and 
1996  They find that conditional on staying in the market, investment by dis-
count divisions of diversified firms becomes more sensitive to division profitabil-
ity than does investment by stand-alone discount retailers  Moreover, diversified 



Reallocation of Capital and Labor within Firms 295

Swiss Journal of Economics and Statistics, 2016, Vol. 152 (4)

firms transfer funds away from failing discount divisions  Both Lamont (1997) 
and Khanna and Tice (2001) feature reasonably well identified shocks  How-
ever, both studies are limited to small samples (26 integrated oil companies and 
25 discount divisions of diversified retailers, respectively) 

At the other end of the spectrum are studies using large samples but with-
out exogenous shocks  Using Compustat segment data, Shin and Stulz (1998) 
regress investment by a segment on the industry qs of the firm’s other segments  
They overwhelmingly reject the view that the qs of the other segments affect the 
segment’s investment, concluding that “unless one believes that firms face no 
costs of external finance, this evidence suggests that the internal capital market 
does not allocate resources efficiently ” Maksimovic and Phillips (2002) do 
not use Compustat segment data but rather construct segment-level observations 
by aggregating Census plant-level data at the firm-industry level  The authors 
show that a segment’s sales growth is negatively (positively) correlated with the 
other segments’ productivity if the segment’s sales growth at the industry level is 
lower (higher) than that of the firm’s median segment  In both studies, identi-
fication comes from cross-sectional variation in segments’ industry qs and sales 
growth, respectively 

Overall, the existing evidence on internal capital markets seems inconclusive  
While some studies suggest that internal capital markets do not operate efficiently, 
others suggest the opposite  With few exceptions, existing studies rely on Com-
pustat segment data, meaning their results must be interpreted with some cau-
tion  Studies that do not use Compustat segment data provide suggestive but not 
causal evidence of spillovers from one division to another  Finally, studies based 
on specific shocks are mostly industry studies using small samples 

Capital and Labor Reallocation within Firms

In Giroud and Mueller (2015a), we try to address many of the shortcomings 
listed in the previous paragraph  For one, we do not use Compustat segment data 
but rather confidential plant-level data provided by the U  S  Census Bureau’s 
Census of Manufactures (CMF) and Annual Survey of Manufactures (ASM), 
respectively  Second, we use a large sample: almost 300 000 plant-year obser-
vations  Third, we study plausibly exogenous shocks to plant-level investment 
opportunities allowing a relatively tight identification, which includes plant fixed 
effects (to control for time-invariant plant characteristics) and MSA x year fixed 
effects (to control for time-varying shocks in the plant’s vicinity )
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1 In other words, HQ reallocates budgets or funds, which then translate into an allocation of 
resources (capital and labor) among the firm’s projects and divisions 

The objective of our study is to shed light on the efficient internal capital 
markets hypothesis  As discussed previously, this hypothesis posits that HQ can 
create value by actively reallocating scarce resources within the firm:1

Thus, for example, if a company owns two unrelated divisions A and B, and the appeal of invest-
ing in B suddenly increases, the argument would seem to imply that investment in A would 
decline – even if it is positive NPV at the margin – as corporate headquarters channels rela-
tively more of its scarce resources toward B (Stein, 1997, italics added) 

To obtain exogenous variation in the “sudden increase in the appeal of invest-
ing in a plant,” we use the introduction of new airline routes that reduce the 
travel time between HQ and plants  Giroud (2013) uses this source of varia-
tion to study whether proximity to HQ affects plant-level investment  The idea 
is that a reduction in travel time makes it easier for HQ to monitor a plant, give 
advice, share knowledge, etc , raising the plant’s marginal productivity and thus 
making investment in the (treated) plant more appealing  Consistent with this 
idea, Giroud finds that a reduction in travel time leads to an increase in plant-
level productivity and investment 

The main benefit of using travel time instead of geographical proximity is that 
plant location is endogenous  By contrast, holding plant location fixed, varia-
tion in travel time is plausibly exogenous with respect to plant-level outcomes  A 
second benefit is that travel time constitutes a more direct proxy for the ease of 
monitoring  For example, a plant may be located far away from HQ, yet moni-
toring may be easy, because there exists a short direct flight  Conversely, a plant 
may be located in the same state as HQ, yet monitoring may be costly because 
it involves a long trip by car 

In our study, we use the “sudden increase in the appeal of investing in a plant” 
as a starting point and ask whether it leads to a reallocation of resources within 
the firm  Theory predicts that HQ should withdraw resources from existing 
plants only if the firm is financially constrained  (Note the emphasis on scarce 
resources in Stein’s quote ) Accordingly, we separately examine financially con-
strained and unconstrained firms  We also examine whether, to provide the 
treated plant with resources, HQ selectively “taxes” some plants more than others  
We finally examine whether the reallocation is beneficial for the firm as a whole, 
as argued by the efficient internal capital markets hypothesis 

The main identification challenge comes from local shocks at the plant level  
For instance, suppose a plant is located in a region that experiences an economic 
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boom  As a result, HQ may find it more attractive to invest in the plant  By the 
same token, airlines may find it more attractive to introduce new routes to the 
plant’s location  Thus, local shocks may be driving both plant-level investment 
and the introduction of new airline routes  Fortunately, we can control for such 
local shocks by including a full set of MSA x year fixed effects  The fixed effects 
are identified because not all local plants have their HQ in the same region 

Controlling for local shocks also matters with regard to the firm’s other (that 
is, non-treated) plants  In particular, it implies that a decline in resources at these 
plants is not simply due to an adverse local shock that might have affected the 
plants anyway, i  e , if they had been stand-alone entities  Thus, controlling for 
local shocks allows us to address a key premise of the theory of the firm, namely, 
that combining different projects under one roof creates an interdependence 
among otherwise unrelated projects 

Our plant-level results support the hypothesis that HQ reallocates scarce 
resources across plants  For financially constrained firms, we find that invest-
ment and employment both increase at the treated plant, while they both decline 
at other plants within the same firm  Indeed, the increase at the treated plant is 
of similar magnitude as the decline at the other plants: investment (employment) 
at the treated plant increases by $ 186 000 (five employees), while it declines by 
$ 179 000 (six employees) at all other plants combined  In contrast, we find no 
evidence of investment or employment spillovers among plants of financially 
unconstrained firms 

If HQ actively reallocates scarce resources across plants, then the increase in 
investment and employment at the treated plant and the decline at the other 
plants should occur around the same time  This is indeed the case: the increase 
at the treated plant and the decline at the other plants both begin about one 
year after the treatment  Moreover, we find no pre-existing differential trends, 
strengthening a key identifying assumption underlying our difference-in-differ-
ences analysis 

While the firm’s other plants experience a decline in resources, the average 
spillover effect is relatively weak  There are several reasons for this  First, the 
amount of resources needed to “feed” the treated plant – and thus the amount 
HQ must take away from other plants – is relatively modest  Second, this amount 
is divided among many other plants, implying that the average amount that is 
taken away from any individual plant is small  Indeed, when we focus on firms 
that have relatively few other plants, the spillover effect becomes much stronger  
Third, the average spillover effect is likely to be noisy  Presumably, HQ does not 
“tax” all of the firm’s other plants equally: while some plants may experience a 
large drop in resources, others may experience none  To examine this hypothesis, 
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we look at various plant characteristics  We find that HQ is more likely to take 
resources away from plants that are relatively less productive, not part of the firm’s 
core industries, and located far away from HQ  When we focus on these plants, 
we again find that the spillover effect becomes much stronger 

Our main measures of financing constraints are the KZ index (Kaplan and 
Zingales, 1997) and the WW index (Whited and Wu, 2006)  In robustness 
checks, we additionally use the SA index (Hadlock and Pierce, 2010), debt-
to-cash flow ratio, investment in excess of cash flow, and whether firms have a 
credit rating  These measures have been designed to capture financing constraints, 
so we naturally interpret our results in this light  Still, it is conceivable that the 
resource reallocation occurs for reasons unrelated to financing constraints  To 
a certain extent, this issue can be addressed by looking at financially uncon-
strained firms  For instance, suppose the treated plant produces the same type 
of output as the firm’s other plants, while the firm’s total output volume is given 
by its market share, which is fixed in the short run  Then, if the firm produces 
more at the treated plant, it must produce less at the other plants  While this 
creates an interdependence among plants, the mechanism causing it is unrelated 
to financing constraints  However, in this case, we should also observe a decline 
in resources at other plants of financially unconstrained firms  (Essentially, such 
plants constitute a “placebo group” ) We do not observe any such decline, how-
ever, suggesting that the likely reason why HQ withdraws resources from exist-
ing plants is precisely because the firm is financially constrained 

Looking at financially unconstrained firms does not help if our measures of 
financing constraints proxy for other variables that are (economically) unrelated 
to financing constraints but nevertheless affect the resource reallocation within 
the firm  While we cannot rule out this possibility completely, we can address 
specific alternative stories  For instance, our measures of financing constraints 
are uncorrelated with productivity measures  Thus, our results are unlikely to 
be driven by differences in productivity  Another possible candidate is firm size  
While some of our measures of financing constraints are correlated with firm 
size, others are not, including the KZ index, debt-to-cash flow ratio, and invest-
ment in excess of cash flow  Thus, our results are also unlikely to be driven by 
differences in firm size 

In the final part of our study, we consider the aggregate (or net) effect at the 
firm level  For financially constrained firms, we find that the aggregate effect on 
investment and employment is essentially zero, consistent with our plant-level 
results showing that the increase at the treated plant is of similar magnitude as 
the decline at the other plants  By contrast, the aggregate effect on investment 
and employment at financially unconstrained firms is strictly positive  Given 
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that these firms exhibit no (negative) spillovers among their plants, this is not 
entirely surprising 

A key premise of the efficient internal capital markets hypothesis is that the 
resource reallocation is overall beneficial: while resources may be taken away 
from projects that have a positive NPV at the margin, they are channeled toward 
other projects whose investment prospects are even better  To investigate this 
issue, we consider the aggregate effect on productivity at the firm level  Doing 
so also helps us distinguish the efficient internal capital markets hypothesis from 
alternative stories  For example, the resource reallocation may be the outcome of 
lobbying by managers of the treated plant, who suddenly find it easier to lobby 
for a larger budget given that their travel time to HQ is reduced  While such 
lobbying efforts can explain why the treated plant gains at the expense of other 
plants – provided the firm is financially constrained – they are unlikely to yield 
an increase in overall firm-wide productivity  However, regardless of which pro-
ductivity measure we use, we find that overall firm-wide productivity increases 

We finally consider other sources of funding  Our plant-level results suggest 
that financially constrained firms fund the expansion at the treated plant entirely 
by reallocating internal resources  Therefore, when looking at other sources of 
funding, we would expect to see no changes  By contrast, financially uncon-
strained firms do not reallocate internal resources  Accordingly, we would expect 
to see changes in other sources of funding at these firms  Indeed, we find that 
financially unconstrained firms fund the expansion at the treated plant by issu-
ing debt and drawing down cash reserves, while financially constrained firms 
exhibit no significant changes in their cash, short-term debt, long-term debt, or 
equity positions 

Directions for Future Research

Our study (Giroud and Mueller, 2015a) shows that following a positive shock 
to investment opportunities at one plant, investment and employment increase 
at the treated plant while they both decline at other plants within the same firm  
An interesting question our study cannot address is to what extent workers are 
physically transferred across plants  That is, HQ reallocates budgets or funds, 
which then translate into allocations of capital and labor  Hence, our results are 
consistent with either workers being physically moved across plants or some plants 
hiring new workers and others laying off workers  Presumably, workers are physi-
cally transferred only if the plants are close to one another, albeit that is ultimately 
an empirical question  To shed light on this issue, one would need to have access 
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to employer-employee matched data, such as those provided by the U  S  Census 
Bureau’s Longitudinal Employer-Household Dynamics (LEHD) database 

Another question that remains unanswered by our study is whether internal 
capital markets create value relative to external capital markets  As I argued pre-
viously, this question lies at the heart of the broader issue of what determines 
the boundaries of the firm  While our study shows that internal capital markets 
operate fairly well – capital and labor are shifted toward plants whose invest-
ment opportunities have improved – it cannot say whether they operate “more 
efficiently” than external capital markets would have  To tackle this question, 
however, one needs to overcome the ubiquitous endogeneity problem that has 
plagued the internal capital markets literature ever since the first studies on the 
diversification discount have come out  That is, one would need to find plausi-
bly exogenous variation in the decision to join a multi-unit firm, which is argu-
ably challenging 

Finally, an interesting yet virgin research territory is the role of internal capi-
tal markets for the macro economy  If shocks are propagated from one establish-
ment (region) to another, does this dampen or amplify macroeconomic volatil-
ity? Consider an adverse local shock, such as the drop in local consumer demand 
during the Great Recession studied by, e  g , Mian and Sufi (2014) and Giroud 
and Mueller (2015b)  For one, affected establishments or regions may suffer 
less, as their local shock is “shared” with other establishments or regions  On 
the other hand, previously unaffected establishments or regions may now be 
affected  Overall, the aggregate implications of such capital and labor realloca-
tions are entirely unclear 
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